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Abstract—Most existing systems recommend songs to the user 

based on the popularity of songs and singers. However, the 

system proposed in this paper is driven by an emerging and 

somewhat different need in the music industry—promoting new 

talents. The system recommends songs based on the novelty of 

singers (or artists) and their similarity to the user’s favorite 

artists. Novel artists whose popularity is on the rise have a higher 

priority to be recommended. Specifically, given a user’s favorite 

artists, the system first determines the candidate artists based on 

their similarity with the favorite artists and then selects those 

who have a higher novelty score than the favorite artists. Then, 

the system outputs a playlist composed of the most popular songs 

of the selected artists. The proposed system can be integrated 

into most existing systems. Its performance is evaluated using the 

Spotify Radio Recommender as a reference and a pool of 100 

subjects recruited on campus. Experimental results show that 

our system achieves a high novelty score and a competitive user-

preference score.  

I. INTRODUCTION 

It is relatively easy to access music thanks to the advance of 

internet technology. Yet finding one’s favorite music from 

millions of songs is often not as easy as one would expect. 

From the user's perspective, it is desirable to automatically 

receive songs that match the user’s expectation or taste from 

online music providers without manually inputting any 

keyword. Among all approaches to music recommendation, 

the one guided by artist similarity appears to be plausible 

because it ensures that the performing style of the 

recommended singers is to the liking of the user. Indeed, such 

an approach is adopted by many services [1], [2]. For example, 

given the favorite artists input by the user, the Spotify Radio 

identifies additional artists similar to the favorite artists and 

recommends their songs as well. As another example, Last.fm 

identifies the similarity between artists based on the users' 

listening history.  

However, these systems tend to recommend popular artists 

and often suffer from two drawbacks. First, the recommended 

songs may have already been listened to by the user. It would 

be more refreshing to provide the user with unexpected and 

fortuitous music experience [3]-[5]. Second, hidden jewels in 

the music community, such as indie singers, are rarely 

recommended to the users and may be left undiscovered [6]. 

In this paper, we propose a system to address these drawbacks 

by considering both artist similarity and artist novelty. 

The contributions of this paper are twofold. First, our 

approach recommends novel music effectively with high user 

satisfaction. It works for a wide range of music from pop, 

electronic, metal, jazz, rock, hip hop, country, hardcore, to 

vocal music. Second, the system is robust and capable of 

discovering new artists efficiently. 

The rest of this paper is organized as follows. In Section 2, 

we review three major approaches to music recommendation. 

Section 3 describes the proposed recommendation system in 

details. The performance evaluation of the recommendation 

system is reported in Section 4. Finally, Section 5 concludes 

the paper and discusses future work. 

II. RELATED WORK 

Over the past few years, three major types of 

recommendation techniques have been developed: content-

based, collaborative filtering (CF), and hybrid (a combination 

of the former two). This section gives a review of these 

techniques. 

A. Content-Based Filtering 

Assuming that items (i.e., song or artist) with similar 

properties are equally attractive to the user, content-based 

methods model user preference by learning the association 

between user’s rating of the items and the properties of the 

items with various machine learning methods, such as 

decision trees [7], neural networks [8], or Bayesian networks 

[9]. The acoustic properties of songs, such as rhythm, tempo, 

frequency spectrum, genre, etc., are often used as the features 

in the learning process.  

A major advantage of content-based filtering is that it is 

free of the new item problem (which refers to the inability of a 

system to recommend new items that have not been rated by 

any user [10]) so that well-known and less-known artists have 

equal chance to be recommended. However, a major 

drawback of the content-based filtering approach is that it 

considers that each user is independent of the others [11]. 

Because it ignores the social nature of human beings, it suffers 

from over-specialization and is only able to recommend items 

similar to those in the user’s listening history. 
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B. Collaborative Filtering 

People’s music tastes may influence one another, especially 

within a social community. Because the music taste of a user 

is an important piece of information for music 

recommendation, collaborative filtering (CF) predicts a user’s 

preference from the music listening history (or user profile) of 

the other users’ tastes [12]-[14]. CF approaches can be 

memory- or model-based. Memory-based recommenders 

compute the similarity between users by correlation or other 

similarity measures [15], [16], and the resulting similarity is 

used to predict the preference of a user. On the other hand, 

model-based recommenders use the user profiles to train a 

model by data mining or machine learning techniques, such as 

Bayesian network [13], latent semantic modelling [17], [18], 

and Markov decision modelling. Then the resulting model is 

used to predict the preference of a user.  

However, CF has the following four drawbacks. First, it is 

not as scalable as content-based filtering. When the total 

amount of user data is large, CF becomes inefficient. When it 

is small, data sparsity problem is unavoidable [19]. Second, 

cold start often occurs to a new user because there is not 

enough rating record of the user. Third, newly released 

albums or music have little chance to be recommended. 

Finally, users with unusual tastes receive poor predictions 

since they share little similarity with others—this is the so-

called gray sheep problem [20]. 

Despite of the drawbacks, the greatest strength of CF is that 

it is completely independent of the music content. Unlike 

content-based filtering, CF relies merely on user ratings and is 

able to recommend items without any additional data.  

C. Hybrid Recommender System 

Both content-based filtering and collaborative filtering have 

pros and cons [21]. Hybrid approaches gain better 

performance by combining the two in different ways: 1) 

combining the scores of CB and CF together to produce a 

single recommendation, 2) presenting recommendations from 

different recommenders at the same time, and 3) developing a 

unified model through feature fusion or model cascading.  

III. SYSTEM OVERVIEW 

The proposed music recommendation system is designed to 

meet the following three requirements:  

 The music recommendation system should be able to 

deal with a relatively small list of favorite singers given 

by the user. 

 The artists of the recommended songs should be new to 

the user.  

 The user acceptance rate should be reasonably high.  

Recommending music unheard by a user helps the user to 

discover new artists and enables the music industry to 

promote uprising talents who are not yet popular. However, 

the condition that only the information of favorite artists is 

available presents a challenge in the system design. If 

additional user information such as listening history is 

available, the task becomes relatively easier because we may 

analyze the listening history of the user to find out the user 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  System flow 

behavior.  

The system flow is depicted in Fig. 1. Each component of 

the system is discussed in detail in this section. 

A. Terminology  

The following two labels are used for artist classification: 

 Like/dislike: This label shows whether an artist is 

liked/disliked by a user. 

 New/known: This label indicates whether an artist is 

new to a user or not.  

These two labels describe the relationship between artists 

and users. When an artist is labelled new, the like/dislike label 

is ignored. After an artist becomes known to the user, the 

like/dislike label is activated.  

The following two artist attributes are defined: 

 Similarity: The more characteristics (such as music 

genre, timbre, tag, and era) two artists share, the more 

similar the two artists are. 

 Popularity: The degree popularity of an artist. 

Note that a popular artist is more likely to be well known to 

the public, and an artist who is similar to a favorite (liked) 

artist of a user has a higher chance to be liked by the user. 

New and popularity are used together to define artist novelty. 

Like and similarity are used to predict the level of user’s liking 

of an artist. 

B. Similar Artist Search 

As mentioned, artists who are similar to the favorite artists 

of a user are more likely to be liked by the user. Given a 

favorite artist a of a user and another artist 𝑏, the probability 

that the user would like artist b is related to the similarity 

between a and b and can be expressed as 

 

𝑃(𝑙𝑖𝑘𝑒| 𝑎, 𝑏) ∝ 𝑠𝑖𝑚(𝑎, 𝑏) ,                             (1) 
 

where 𝑠𝑖𝑚(∙,∙)  denotes similarity. Therefore, the level of a 

user’s liking of an artist can be obtained from the similarity 

without computing the conditional probability. The similarity 

between artists can be computed based on information such as 

artist timbre, style, and cultural background. Some music 

service companies have provisioning for artist similarity 

measurement. For example, Last.fm computes such similarity 
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data every few minutes by combining content-based 

information (i.e., tags) and collaborative information. The data 

can be access through an API [22]. Due to its efficiency, we 

use this API in this paper to access the artist similarity 

information.  

Our system uses the list of favorite artists a1, a2, ... an of a 

user as input,   

 

𝐴   =    [𝑎1, 𝑎2, … … , 𝑎𝑛] .                          (2) 
 

The list can be obtained from the user’s social website. For 

example, a user’s preference information of an artist can be 

obtained from the artist’s fan page on Facebook [23].  

For every artist 𝑎𝑖  in A, we search for the top N similar 

artists denoted by 𝑆(𝑎𝑖)  according to the similarity score 

𝑠𝑖𝑚(𝑎𝑖): 

 

𝑆(𝑎𝑖) =   [𝑏𝑖,1, 𝑏𝑖,2, … … , 𝑏𝑖,𝑁 ]  ,                 (3) 

 

𝑠𝑖𝑚(𝑎𝑖) =   [𝑠𝑖𝑚(𝑎𝑖 , 𝑏𝑖,1), … … , 𝑠𝑖𝑚(𝑎𝑖 , 𝑏𝑖,𝑁)] ,   (4) 

 

where 𝑏𝑖,𝑗 is the j𝑡ℎ similar artist of ai. 

C. Artist Popularity Estimation 

  Artist novelty is the basis of recommendation in our 

system, which recommends artists new to the user and thereby 

brings fresh music experience to the user. As mentioned, a 

popular artist is likely to be labelled known for the user. Given 

a user 𝑢 and a candidate artist 𝑏𝑖,𝑗, the conditional probability 

that the artist can be labelled known is proportional to the 

popularity of the artist in the eyes of the user. That is, 

 

𝑃(𝑘𝑛𝑜𝑤𝑛|𝑢, 𝑏𝑖,𝑗) ∝ 𝑝𝑜𝑝(𝑏𝑖,𝑗|𝑢) ,                     (5) 

 

where pop(𝑏𝑖,𝑗|𝑢) denotes the popularity of 𝑏𝑖,𝑗 viewed by u. 

Therefore, we determine the new/known label of an artist with 

respect to a user from the popularity of the artist without 

computing the conditional probability. Note that the 

conditional probability that the artist can be labelled new can 

be considered as the degree of novelty of the artist with 

respect to the user. Therefore, we have  
 

 𝑁𝑜𝑣𝑒𝑙𝑡𝑦(𝑏𝑖,𝑗|𝑢) =  𝑃(𝑛𝑒𝑤|𝑢, 𝑏𝑖,𝑗)                      

= 1 − 𝑃(𝑘𝑛𝑜𝑤𝑛|𝑢, 𝑏𝑖,𝑗) 

           = 1 − 𝑝𝑜𝑝(𝑏𝑖,𝑗|𝑢)                           (6) 

                               
where Novelty(∙) denotes novelty. In our system, pop(𝑏𝑖,𝑗 |u) is 

obtained by normalizing the popularity of 𝑏𝑖,𝑗  by the 

popularity of ai. That is, 

𝑝𝑜𝑝(𝑏𝑖,𝑗|𝑢) =  
𝑙𝑜𝑔 𝑝𝑜𝑝(𝑏𝑖,𝑗)

𝑙𝑜𝑔 𝑝𝑜𝑝(𝑎𝑖)
 ,                      (7) 

where pop(∙), which denotes popularity, is obtained by the 

total count of responses to a Google search with the name of 

artist as the key word.  

Note that only candidate artists with popularity in the eyes 

of the user smaller than a threshold are kept in the candidate 

list. In our implementation, the threshold is set to 1. Therefore, 

only candidate artists who are less famous than the 

corresponding favorite artist are considered, and any artist 

whose popularity is higher than the favorite artist is labelled 

known.  Also note that the similarity detection and the 

popularity estimation are performed sequentially so that the 

computation required for popularity estimation is limited to 

only similar artists. If these two operations are performed 

simultaneously, more computation is required although the 

same result is obtained. 

D. Artist Selection and Popular Song Search  

Similarity of a candidate artist with respect to a favorite 

artist of a user reflects the preference level of the user for the 

candidate artist. Thus, the recommendation score of a 

candidate artist is proportional to its similarity to the favorite 

artist. Furthermore, as the recommendation is also based on 

novelty, the final recommendation score for a candidate artist 

is obtained by multiplying the two factors together. That is, 

 

𝑆𝑐𝑜𝑟𝑒(𝑏𝑖,𝑗) =  𝑆𝑖𝑚(𝑎𝑖 , 𝑏𝑖,𝑗) × 𝑁𝑜𝑣𝑒𝑙𝑡𝑦(𝑏𝑖,𝑗),         (8) 

 

where 𝑆𝑐𝑜𝑟𝑒(∙)  denotes the recommendation score of the 

candidate artist given 𝑎𝑖 is a favorite artist of the user. Among 

the candidate artists similar to 𝑎𝑖 , the one with the highest 

recommendation score is selected, and the most popular song 

of this artist is added to the playlist. The songs in the final 

playlist recommended by our system are about one hour long 

total, or equivalently 15 songs. Suppose the user has 10 

favorite artists. Then, the additional five songs are obtained by 

randomly selecting five from the 10 second-ranked candidate 

artists and adding their most popular songs to the playlist. In 

other words, only one song is selected from each candidate 

artist. If the favorite artists of a user is more 15, then the 15 

candidate artists are chosen randomly. In our current 

implementation, the popularity of a song is obtained by 

checking the total number of views of the song on YouTube 

[24] since it was uploaded. We can also define the popularity 

of the song by the frequency of views. 

E. Post Processing 

To ensure that only novel artists are recommended, a 

candidate artist is removed from the playlist if it is one of the 

favorite artists of the user. In addition, if the amount of 

dislikes for the song in the playlist is larger than the amount of 

likes, it is considered an outlier and replaced by the next 

popular song by the artist.  

Algorithm 1 is the procedure of our system. 

IV. EVALUATION 

The proposed music recommendation system is intented for 

real applications targeting young audience. Therefore, the 

performance of the system is evaluated by subjects recruited 

from university campus. The test condition and results are 

described in this section.  



 

 

A. Dataset and Evaluation Method 

Spotify Radio, which is a popular music recommendation 

system, is used as the benchmark in this test. The system takes 

favorite artists as input, just like ours. Its criterion for music 

recommendation is based on user preference. In contrast, the 

criteria of our system for music recommendation is based on  

both artist novelty and user preference. Despite the basis of 

recommendation is different, we use it for performance 

comparison because it is the state-of-the-art system.  

We recruit more than 106 subjects from our campus to 

evaluate the proposed music recommendation system. These 

subjects are asked to provide 7 to 10 favorite artists as input, 

based on which our system and Spotify Radio both generate a 

playlist of 15 songs for each subject. To make a fair 

comparison, the 30 songs are combined into a final playlist in 

random order. In addition, we do not inform the subjects of 

the fact that these songs come from two different music 

recommendation systems. If the two systems recommend the 

same song, it would appear in the playlist twice. In this case, 

we ask the user to give the same score to the two songs. 

For the purpose of performance evaluation, we design a 

questionnaire to collect the subjects’ opinions of each 

recommended song in two aspects: preference and novelty.  

The subjects are asked to give one of the following five 

preference scores for each song: 

 5: The song is awesome. I will listen to it again. 

 4: Nice. I might listen to it again. 

 3: The song is okay, but I may not listen to it again. 

 2: Nothing special. No comment. 

 1: The song is terrible.  

Songs that are rated 4 or above are considered to be in the like 

category, whereas those below 3 are considered to be in the 

dislike category. Here, we exclude score 3 for either category, 

Fig. 2. Comparison of preference performance between out system and Spotify 

Radio. 

Fig. 3. Percentage of the like songs (preference score ≥ 4). 



because it is a neutral score and does not suggest a like or 

dislike preference. 

The subjects are also asked to give one of the following 

five novelty scores for each song: 

 5: I've neither heard of the artist nor the song. 

 4: I know the song, but I haven't heard of the singer. 

 3: I know the singer, but I haven't heard of this song. 

 2: I know both the singer and the song. 

 1: I am quite familiar with the singer and this song 

Songs that are rated 4 or above are considered to be in the new 

category, whereas those with score 2 or 1 are considered to be 

in the known category. Similar to the classification of the 

preference scores, a novelty score of 3 is excluded from the 

new and the known categories, because it is a neutral score. 

B. Experimental Results 

The experimental results of our system and Spotify Radio 

are summarized in Tables I and II. The scores are also 

presented in the form of figures (Figs. 2 and 4).  

1)  Recommendation Accuracy: A comparison of the 

preference results between our system and Spotify Radio is 

shown in Fig. 3. For our system, 63.47% of the songs are rated 

4 or 5 by subjects and that 12.14% of songs are rated 1 or 2. 

For Spotify Radio, 59.11% of the songs are rated 4 or 5, and 

11.93% of songs are rated 1 or 2. It can be seen that the 

performance of our system in preference is slightly better than 

Spotify Radio. 

Recommendation Novelty:  Fig. 4 shows a comparison of the 

novelty between the two systems. The result indicates that 

72.84% of the songs recommended by our system are totally 

unheard of by users, while Spotify Radio achieves 53.25% 

only. The result in Table II also shows that 19.01% of the 

songs recommended by Spotify Radio are known to the 

subjects, while only 8.33% of the songs recommended by our 

system are known to the subjects. Clearly, our system 

generates songs with much higher novelty than Spotify Radio.  

2)  Discussion: Compared to Spotify Radio, our system 

obtains fairly high novelty performance, while its preference 

performance is at the same level. However, the percentage of 

songs with the lowest preference score in our system is 3.33%, 

which is 1.17% higher than Spotify Radio. This is a result of 

the tradeoff between novelty and preference. Nonetheless, we 

believe the slight cost in preference paid for the big gain in 

novelty is worthwhile. This is consistent with the objective of 

our design to go for a music recommendation system based on 

artist novelty and similarity. Note that the overall performance 

of our system is greater than Spotify Radio, as shown in Fig. 6. 

Among the songs recommended by our system, 51.32% of 

them are new and like, whereas only 35.36% of songs 

recommended by Spotify Radio are new and like, as rated by 

the subjects.  

V. CONCLUSION 

In this paper, we have presented a personalized music 

recommendation system that recommends artists who are not 

yet famous. The performance of the system is evaluated by 

more than 100 subjects. It achieves high novelty performance 

and similar preference performance compared to the popular 

recommender Spotify Radio. The low complexity of the 

system makes it desirable for real-world applications and easy 

to integrate with existing music services. As future work, we 

plan to implement the collaborative filtering method and 

integrate it with our system to address the over-specialization 

issue of content-based filtering. 

 

 

Fig. 4. Comparison of novelty between our system and Spotify Radio. 

Fig. 5. Percentage of the new songs (novelty score ≥4). 

Fig. 6. Percentage of new and like songs (novelty score ≥4 and preference 

score ≥4). 
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